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 Abstract—Cloud computing (CC) is a structural layout 
where virtual computers are involved and connected 
to the cloud service provider (CSP). The virtual 
computers establish a connection with CSP on the 
users’ behalf. VMs are overloaded by the uncertainty. 
The load may be caused by the CPU, memory, or 
network. In the preceding work, the genetic algorithm 
was used to migrate virtual machines (VMs). When 
a virtual machine is moved, the low-latency genetic 
algorithm shows a high-latency network. In this study, 
the evolutionary algorithm is used to migrate virtual 
machines. In this work, the suggested algorithm 
is utilized in MATLAB. The findings achieved are 
contrasted with those of an earlier algorithm.
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1. INTRODUCTION

CC environment provides users the appearance 
that they have unrestricted computational control. 
Depending on their individual demands, users can 
increase or decrease their asset utilization, including 
their use of energy, but they are unaware of how this 
control was acquired. When cloud computing is used 
in computer technology, the consumer is not concerned 
with the method of calculation and how effectively it 
operates. It is believed that the cloud itself is an entirely 
virtualized environment [3]. The infrastructure for data 
measurement processing and application development 
can be viewed as a framework unto itself, alongside 
the database. It offers robust and simple computing 
facilities; technological advancements like cloud grids 
and clusters each tend to continue offering access 

to a signi cant amount of computing power from a 
fully virtualized infrastructure by easily consolidating 
requirements and ensuring a single overarching 
framework. Additionally, utility computing services 
are offered through cloud technology. A commercial 
strategy for providing computing resources in response 
to consumer requests is described by the term “on-
demand computing” [4]. Based on how much service 
is used, customers pay service providers. All members 
of the public have access to traditional public services, 
speci cally water, electricity, and gas.

Figure : The structure of cloud computing

Cloud computing’s main goal is to support widespread, 
suitable, and OD network access for computing 
resources, which can be con gured easily, including 
storage, networks, platforms, and services in shared 
pools. It is feasible to give and release resources fast 
and with little managing effort or SP interface [5]. 
CC framework is depicted in Figure 1. Due to its 
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pay-as-you-go pricing model, which enables service 
providers to pro t from the cost of renting resources 
in the cloud without investing in infrastructure, cloud 
computing does not require a large upfront investment. 
Resources are managed and leased in a  exible manner. 
According to the demands of the users, it is possible to 
release the resources in the cloud. In order to relieve 
strain on centre load and energy consumption and cut 
expenses, service providers can proactively release idle 
resources in the cloud when service demand is low. The 
data resources obtained by a cloud data centre can be 
gathered and analysed by the infrastructure providers. 
Data analysis is used by service providers to identify 
prospective business trends and control the growth 
in demand for their services, which is the foundation 
for them to expand their service footprint and scale. 
Through devices like mobile phones, PCs, and PDAs, 
cloud services are easily available over the Internet 
[6]. A contemporary paradigm for offering computing 
services that satisfy the changing needs of information 
technology is cloud computing. Because it can greatly 
cut expenses and offer support for the management of 
information technology systems without any issues, it 
is believed to be of tremendous bene t to consumers 
and companies. Over the past few years, it has shown 
to be bene cial in practically every area of industry, 
including  nancial trading, e-commerce, academia, 
and many others. Cloud computing also lowers the 
absolute risk for capital investments made by IT 
organizations. Companies that provide cloud services 
can better manage cloud resources and help with 
controlling and coordinating revenue and income [7]. 
The ease of use of computing resources and software, 
as well as the usage of minimal IT infrastructure, are 
valued by researchers. The way that data processing 
services operate can be drastically altered by the cloud. 
Cloud-based data processing technologies are becoming 
commonplace in the market area. However, remote 
data processing is often overseen by a remote provider 
(CSPs). The list highlights a number of advantages of 
traditional computer systems, including their unlimited 
data storage capacity, great performance, and low cost, 
to name just a few. However, people are worried about 
losing personal information in contrast. Similar to 
cloud computing, users are provided with resources 
in the form of tools and services; they can select the 
ones that best suit their needs. In cloud environments, 
users cannot track the origins of their data, where it 
has been collected from, who has accessed it, or how 
it has been altered.

1.1. LOAD BALANCING IN CLOUD COMPUTING

A fundamental problem with distributed frameworks 
and cloud computing paradigms is load balancing. The 
load balancing process involves dividing workloads 
among a collection of reliable infrastructure servers. 
Inconvenient computing involvements, like QoS, and 
SLA breaches, untrustworthy data processing, and 
lack of sensitivity, may result from the workloads 
given without the use of load balancing solutions. 
It is essential to use load balancing techniques in 
cloud computing models due to the rise of high-tech 
computing systems [8]. Infrastructure as a Service is the 
cornerstone of CC architecture. The cloud data centre 
makes the implementation of several physical hosts to 
provide customer services. As the residual resources 
of each physical host are changing at rapid rate, the 
impossible process is of implementing the task to the 
physical host having an enormous amount of resources 
every time. Instead, let the tasks that users request be 
arrayed on a physical host that is chosen at random each 
time [9]. In case the volume of resources requested for 
the work are found above to the quantity of resources 
left over on the chosen physical host, the physical host 
is unable to manage the task. The deployed task will 
be regarded as failing in this case. The time required 
to complete a task will be comparably long if the 
resources requested for the task have similarity with 
the rest of the resources of the physical host that is 
chosen for task execution. Because of the unbalanced 
computational outcomes that occur when a cloud data 
centre receives successive work requests, users cannot 
be served in a timely and ef cient manner [10]. Due 
to a variety of factors, the cloud center’s data load 
can become so unbalanced that it is unable to provide 
users with effective external services. In fact, cloud 
computing data centres normally guarantee the service 
performance by allocating jobs in accordance with the 
respective hosts’ maximum load demands. Because 
of this, the vast majority of physical hosts are largely 
inactive, wasting CPU resources.

2. LITERATURE REVIEW

B. B. Wang, et al (2020) suggested a method called 
QuickN to assist in searching the nearest neighbour 
on the encrypted data on unreliable clouds [11]. 
Moreover, an optimized algorithm was implemented 
on the peak of an enhanced search algorithm to save 
the communicating overheads of a client and no 
information was leaked during this process. H. Zhu, et 
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al (2020) discussed that FL (Federated Learning) was 
utilized for preventing the leakage of secret information 
[12]. A MOEA (multi-objective evolutionary algorithm) 
was put forward to optimize the structure of the NN 
(neural network) of FL with the objective of mitigating 
the communicating costs and ER (error rates). The 
DNN (deep neural network) was made more effective 
on the basis of a scalable method. 
Z. L. Jiang, et al (2021) analysed that an ML (machine 
learning) technique known as FL was utilized for 
preserving the privacy so that the algorithms were 
trained on the distributed datasets [13]. A secure 
NN (neural network) was put forward in (Federated 
Learning) and the multiple keys were created. 
Moreover, this approach made the deployment of a 
DTE (double-trapdoor encryption) technique. The 
fundamental intend of clients was that EL algorithms 
were uploaded to the primary CS. Thereafter, the 
subsequent server was employed to decrypt the initial 
one. For this, one trapdoor is utilized. T. Kong, et al 
(2020) recommended a MTD (moving target defence) 
system called Con gRand which was able for preventing 
the information outflows which the shared kernel 
caused in the CBC [14]. MTD concept was assisted 
in formulating a framework to generate, distribute 
and exploit the deceiving system con gurations. An 
innovative technique was put forward for creating these 
con gurations and quantifying their heterogeneity. Z. 
Wu, et al (2019) investigated a Boolean formula as 
a set of DFAs and an innovative method adopted for 
operating an encrypted DFA [15]. The cloud was useful 
to process these automatons. Three kinds of queries 
called: conjunctive, disjunctive, and Boolean helped in 
making the system more ef cient, adaptively secure, 
and mitigating the leakage. 
B. H. K. Chen, et al (2018) established a novel 
CypherDB method that was implemented subsequent 
to encrypt the complete subcontracted database and 
execute the queries across this data [16]. The joint 
data paths were employed to optimize the computing 
effectiveness. The accessing of database and executing 
the query led to avoid the information leakage. S. Gao, 
et al (2020) presented a new CP (ciphertext-policy) 
known as TrustAccess having reliability and system 
used to control the attribute hiding access in accordance 
with blockchain [17]. The system was accessed reliably 
using this method and its applicability was proved to 
preserve the safety of policy and attribute. An OHP-
CP-ABE (optimized hidden policy ciphertext-policy-

ABE) was presented to secure the policy and ful l the 
requirements of vast universe access.
S. V. Usov, et al (2019) introduced a TaC-RBAC (Task-
Controlled Role-Based Access Control) algorithm based 
on the restricted guidelines to authorize the limit role 
and perform the activation legacy. The notion of few 
privileged user was implemented and the redundancy of 
user permissions was alleviated [18]. The least number 
of tasks were executed using the potential of person. 
The major task was to determine whether multiple roles 
or a single role activated the least privilege theory or 
not in a session. The generalized RBAC (Role-Based 
Access Control) focused on organizing a hierarchy 
and granting the permissions by higher-level roles. 
Moreover, TC instructions were considered to perform 
the permission heritage and the role activation in this 
algorithm such that it was not possible to allocate the 
tasks for senior roles to junior roles; it was not essential 
to allocate the permissions from senior to junior roles; 
and considering any session at which the allocation was 
not done, the activation of role was not done.
Y. Wang, et al (2018) presented two rules in which 
initial emphasized on restricting the association 
among the task role. The so-called “priority junior 
roles rule,” were executed to determine the capability 
of a junior position for carrying out a duty, the senior 
role cannot be allocated [19]. The second rule was 
utilized to restrict the relation of approval with task 
for limiting the permissions. Thirdly, only a customer 
was allowed a function to allocate the job to that role. 
The appropriateness of the RBAC (Role-Based Access 
Control) algorithm was proved for organizational 
systems for handling the information and users via 
the same entity. In case of controlling the data by a 
third party, RBAC’s access control resolutions were 
ineffective to fulfil the demands due to the files 
management after encrypting the third party to client’s 
data privacy.
Likewise, the limitation of RBAC systems was the 
knowledge of security administrators earlier regarding 
all potential user agreements and functions. An access 
provide was utilized to restrict the little versatility as 
a consumer. R. Ghazal, et al (2020) analysed that the 
complex task was to change an access privilege of user 
with no change of its assigned roles [20]. Moreover, this 
approach focused on maintaining and assisting the users 
in connecting the roles and other ties among privileges 
and responsibilities in every solution to control the 
access. K. Soni, et al (2019) presented a technique 
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and conduct its computation. The results exhibited 
that the allocation of those functions was required for 
enforcing the (Role-Based Access Control) system, and 
there was no change in accessing the privileges without 
any change in the roles for protecting the records of 
unreliable entities [21].
K. Lee, et al (2020) suggested an IBE (Identity-based 
Encryption) method. This method was utilized to 
encrypt the data at which the redundant information for 
recognizing the user was comprised in customer pro le 
[22]. A sender was responsible for encrypting data. For 
this, the key of the Recipient user was implemented, 
and the private key generator (PKG) was the trusted 
party to generate a corresponding personal key to 
decrypt the data. A public master key was granted by 
PKGs, and any key was allowed to compute the key for 
matching that identity with its public master key. The 
effectiveness of the suggested method was proved due 
to the known identities of user to an encrypted which 
was capable of decrypt the data earlier. Likewise, no 
intender user was required for granting its public key 
to perform the encryption after extracting the identity 
from the public key. 
Z. -Y. Liu, et al (2021) established a HIBE system 
which was a modi ed form of an IBE (Identity-based 
Encryption) for decentralizing the process to create PK 
(private keys). This system was planned on the basis 
of diverse PKGs (private key generators) arranged in 
a hierarchical structure [23]. The PKG root at the next 
hierarchical phase led to create only a private key. 
Moreover, a PKG was not only assisted in generating 
a secret key for the entities stated. This system allowed 
series ID to de ne a user as well as tuple of IDs are 
executed for comprising the predecessor IDs in the 
order. To illustrate, a user placed below to the root 
in the order was described by integrating the strings 
ID1, ID2, and ID3. Moreover, the established system 
implemented to publish a cryptographic signature at 
one level and affect the private keys at the next level. 

RESEARCH METHODOLOGY

In this study, an algorithm known as BFO is employed 
to address issues with node failure in CC. An 
algorithmic solution is proposed that contains several 
nodes. A candidate node is selected from amongst all 
motes based on the failure rate and the smallest possible 
execution time. In this case, the master node is used 
to  x the threshold value. This threshold value takes 
into account two variables. As participant nodes, the 

master node selects nodes with an execution time that 
is as short as possible and a comparable failure rate. 
Unlike the threshold value, node N1’s value is lesser. 
As a result, the selection of such kind of mote is done 
as a participant mote. Node N2 contains a lower and a 
greater parameter. Node N3 is chosen as the participant 
node because it contains a value equal to the threshold. 
N4 is not selected as a participant node due to its value 
which is found greater. The candidate node begins to 
function after being chosen. Many tasks are started 
in this scenario. Once the task is  nished, one node 
switches to another location. As a result, task failure 
happens. A novel methodology is suggested to address 
the problem of failure brought on by node mobility. 
A fresh parametric quality called master node time is 
included in the new algorithmic method. Master node 
time, that aids in collaborating a node, is the actual time 
that connects the end customers. The formulas provided 
for determining the master node time are as follows:
1. E-cost= maximum execution time + Time taken 

by the master node (master node time)
 After that we will calculate pro t of each node.
2. Pro t of each node = E-cost+ Failure node of 

each node
3. Weight of each node = No. of tasks + maximum 

execution time/Pro t

PSEUDO CODE OF PROPOSED SYSTEM 

Begin
Input: Virtual machine 
Output: Task migration 
De ne Number of Tasks as Tk
Threshold value of failure rate as FR
Threshold value of execution time as ER
Repeat while virtual machine is selected for the Task 
(Tk)
 If (FR of machine i> FR of machine i+1)
 If (ER of machine i> ER of machine i+1)
  Select i+1 as best machine 
 End if 
  End if 
End of while 
If (virtual i get overloaded=true)
 Calculate weight ()
  If (weigh of i>weight of i+1)
   Select machine i for migration 
  Else 
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   Select execute weight algorithm 
  End if 
End

3. RESULT AND DISCUSSION

The new approach is implemented in this work using 
MATLAB as a simulation tool because real-world 
scenarios would be highly dif cult without it. The 
introduced algorithm is compared with the existing 
ones with regard to power utilization and execution 
time. The simulation settings utilised in the presented 
work are displayed in Table 1.

Table 1: Simulation Parameters

 

Figure 1: Virtual Machine Migration

Figure 1 illustrates how the best virtual machine is 
chosen as the one to which the task will be transferred 
for execution.

Figure 2 Comparison graph of Response Time

In order to perform comparison of the improved 
Genetic Algorithm and the new enhanced improved 
GA, Fig. 2 shows a reaction time-based comparison 

between both. The new algorithm is better since it 
responds faster than its predecessor.

Figure 3 Comparison graph of Finish Time

In order to compare the performances of the existing 
algorithm with the new enhanced Genetic Algorithm, 
Fig. 3 shows a  nish time-based comparison between 
the two algorithms. The new algorithm is better because 
it completes in less time than its predecessor.

Figure 4: Graph of Energy Consumption Comparison

The Fig. 4 demonstrates the comparison of the 
introduced GA with the existing algorithm concerning 
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energy consumption. Because it uses less energy than 
its predecessor, the new algorithm is superior.

Figure 5 Comparison graph of Cost

To analyse the performance of both of these algorithms, 
Fig. 5 represents the comparison of the introduced 
GA with the existing algorithm concerning cost. The 
new algorithm is better since it costs less than its 
predecessor.

Figure 6: Comparison graph of No of Migrations

On the basis of the number of migrations, Fig. 6 
contrasts better GA with new enhanced improved GA. 
The new algorithm outperforms its predecessor with 
fewer migrations.

4. CONCLUSION AND FUTURE WORK

The terms “dynamic” and “static” refer to two main 
groups of load balancing techniques. The choice about 
load shifting is not made depending on the state of 
the algorithm’s static type scheme at the time. Here, 
knowledge of the system’s resources and applications 
is necessary. This study aims to  nd a solution to the 
load balancing problem that cloud architectures are 
now experiencing. Due to load balancing, latency in the 
systems may rise. The work done in the past has applied 
GA for VM migration. This study demonstrates the 
high level of genetic algorithm complexity. As a result, 
virtual machine migration takes longer. The goal of this 
research project is to migrate virtual machines using 
an enhanced genetic method. The newer algorithm is 
implemented in MATLAB, and numerous metrics are 
produced to assess the effectiveness of the introduced 
algorithmic approach. The outcomes demonstrate that 
the new algorithm is superior to the current algorithmic 
technique. By offering a new security technique that 
uses machine learning models to separate cloud virtual 
channel attacks and can be compared to other models to 
demonstrate its validity, the research can be expanded.
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